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et al. 1978; Kazmin and Rienecker 1996). With the use
of an idealized ocean model, Takeuchi (1986) demon-
strated that this observed STCC intensity change was
largely due to the seasonal surface wind stress forcing;
the seasonally varying surface thermal forcing played
only a minor role. One consequence of the seasonal
STCC variability is that the vertical shear between the
eastward-flowing STCC and the subsurface westward-
flowing NEC modulates with the seasons, altering the
strength of baroclinic instability of the STCC–NEC sys-
tem. Reflecting this seasonal modulation in instability,
the eddy kinetic energy level within the STCC band un-
dergoes a well-defined annual cycle with a maximum in
April/May and a minimum in December/January (Qiu
1999; Kobashi and Kawamura 2002).

Compared to the seasonal variability, our knowledge
of the interannual changes of the STCC is more limited.
One early study addressing this topic is by White et al.
(1978), who analyzed expendable bathythermograph
(XBT)/mechanical bathythermograph (MBT) and hydro-

graphic data in the western North Pacific from 1954 to
1974 finding that the surface velocity shear of STCC was
strong in years when the El Niño events occurred: 1957/
58, 1963–65, and 1970/71. More recently, Roemmich and
Gilson (2001) examined high-resolution XBT data along
the Honolulu–Guam–Taiwan repeat transect. They found
there existed more mesoscale eddies in 1996–98 than in
other years between 1992 and 1999 (see Roemmich and
Gilson 2001, their Fig. 4) and, as a result, the eddy-
induced poleward heat transport was found to be larger
in 1996–98 when compared to the other years.

The present study has three objectives. The first is to
describe the interannual variability in the STCC’s meso-
scale eddy field based on the now available 16-yr satellite
altimeter data. A clear interannual modulation with en-
hanced eddy activity in 1996–98 and 2003–08 and reduced
activity in 1993–95 and 1999–2002 is detected. The second
objective is to examine the corresponding changes in the
background vertically sheared STCC–NEC system. In
addition to analyzing the long-term repeat hydrographic

FIG. 1. Root-mean-squared (rms) SSH variability in the North Pacific based on high-pass-filtered satellite altimeter data from October
1992 to April 2009. The high-pass filter has a half-power at 180 days. Regions where the rms SSH variability exceeds 12 cm are indicated by
thin black contours (with a contour interval at 2 cm). White contours denote the mean SSH field by Niiler et al. (2003). Unit in cm.
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Figure 13: Baroclinic energy flux Ĵ and conversion rate Ĉ from our two-layer simulation, normalized according to (14) and averaged
over one tidal cycle. Only a subset of the flux vectors are shown. The zonal mean of the normalization factor (Eq. 14 and Fig. 3) is
shown on the right side of the plot. Each vector component has been spatially smoothed with a bidirectional Hanning window with
a width set to 2 degrees and then sub-sampled in order to give a meaningful large-scale picture of the general pattern and magnitude
of fluxes. For visual clarity it was necessary to make the color range representing the conversion rate be different from Fig. 12, to
clip vectors longer than 20 kW m−1, and to delete vectors shorter than 1 kW m−1.
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Figure 2: ‘Outer’ model domain with bathymetry for the mesoscale circulation simulation, with
the ‘inner’ nested domain used for simultaneous tide and mesoscale simulations shown by the grey
dashed line.

Each simulation is integrated for one year and the internal tide variability is validated against
temperature observations from a Distributed Vertical Line Array (DVLA) east of the Luzon Strait
that was part of PhilEx. The first simulation shows the variability in barotropic to baroclinic
conversion at the Luzon Strait due to varying stratification over the generation site, without the
influence of remotely generated internal tides from the Mariana Arc. The second simulation shows
the additional influence of a constant, remotely generated baroclinic energy flux from the Mariana
Arc, and how its influence varies. The horizontal propagation of the depth-integrated baroclinic
energy fluxes is also a↵ected by the mesoscale eddies, in particular the Kuroshio loop current in
the Luzon Strait.

4.2.3 Assessing the predictability of the mesoscale circulation in the Philippine Sea
using 4D-variational data assimilation, and the impact of the internal tide signal

In a circulation model that does not include internal tides, the internal tide signal becomes an error
term in the observations. In IS4DVAR, the background state is adjusted at the beginning of each
assimilation window such that the quadratic cost function, J = J

b

+ J
o

, is minimized, where J is
a function of the increment by which the initial conditions are adjusted. The J

b

term ensures that
deviations from the background state remain small, and is given by the sum of the squared di↵er-
ence between the new initial condition estimate and the background state, weighted by the inverse
of the background error covariance. The J

o

term represents the deviation between the model and
the observations, given by the squared di↵erence between the observations and the integration of
the tangent linear model (given the increment adjustment), weighted by the inverse of the obser-
vation error covariance. If the observation error is great, this term has little weighting and the
observations are less e↵ective at improving forecast skill. In the presence of strong internal tides,
the energy contained in the internal tides may be of similar magnitude to the mesoscale energy
we are trying to capture. Furthermore, the internal tide energy is varying in time, representing a
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Figure 13: Baroclinic energy flux Ĵ and conversion rate Ĉ from our two-layer simulation, normalized according to (14) and averaged
over one tidal cycle. Only a subset of the flux vectors are shown. The zonal mean of the normalization factor (Eq. 14 and Fig. 3) is
shown on the right side of the plot. Each vector component has been spatially smoothed with a bidirectional Hanning window with
a width set to 2 degrees and then sub-sampled in order to give a meaningful large-scale picture of the general pattern and magnitude
of fluxes. For visual clarity it was necessary to make the color range representing the conversion rate be different from Fig. 12, to
clip vectors longer than 20 kW m−1, and to delete vectors shorter than 1 kW m−1.
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work, we are interested in the total barotropic to bar-
oclinic conversion and J is given by the total conversion
from every point, i, on the ridge multiplied by the bottom
area (Ai),

J ¼
XM

i¼1

AiCi; ð2Þ

where Ci is given by (1) and M are the number of points
considered.
[9] The adjoint model linearizes about a trajectory gener-

ated by the forward integration. The validity of this lineari-
zation is limited in time as nonlinear effects diverge from the
linearization. As shown in Matthews et al. [2012] four days
is the limit of linearity for the resolution and dynamics
present in this model configuration. Therefore, for each
96 hour period over one year, we will examine how the
conversion over the final 25 hours was sensitive to changes
in the ocean state during the 96 hour period. By forcing the
adjoint model with the derivatives of J with respect to the
model state over the final 25 hours, the adjoint will provide
the sensitivity of the conversion to the entire model state
over the four days of interest. As the hydrostatic form of
(1) depends only upon temperature, salinity, u, and v, we
force the adjoint model with: ∂J /∂T, ∂J /∂S, ∂J /∂u, and
∂J /∂v at each conversion point over the final 25 hours.
The derivatives are computed using the forward integra-
tion for each 96 hour time period of interest. We can then
determine how a single 25 hour conversion period of
barotropic to baroclinic tides is sensitive to changes in the
ocean state over a four day period.

3. Results and Discussion

[10] The conversion from each side of the ridge is shown
in Figure 1b with the beat frequencies due to the combina-
tion of the semi-diurnal tides removed via a 42 day cutoff
(the $200 day K2 % S2 beat remains). The time-mean total
conversion is found to be 1.53 GW, which is 33% lower than
the M2 conversion found by Carter et al. [2008] and con-
sistent with the similar resolution model results ofMerrifield
and Holloway [2002]. The variability of the filtered con-
version is 120 MW due to long-term changes in the strati-
fication; however, during spring (neap) tide, the conversion
is over 3 GW (below 200 MW). The distribution of the

conversion along the northern and southern ridges is 44%
and 56%, respectively (similar to Carter et al. [2008]).
[11] During the simulated year, two cyclonic eddies of

differing strengths affected the ridge. Over the March period,
a smaller eddy with a core depth less than 400 m passed well
south of the ridge; however, its signature was seen in the
temperature anomalies that dominate the buoyancy fre-
quency anomalies as shown in Figure 2. A minor increase in
eddy kinetic energy over the ridge was found related to this
eddy. More significantly, during the warm summer period
(the seasonal summer warming in Hawaii peaks in Sept.), a
large cyclonic eddy passed very close to the ridge with a
temperature signature below 400 m and at the eddy margins
increased the temperature along the ridge. Because these
temperature anomalies were increased during the peak sea-
sonal temperatures, the warmer anomalies persisted beyond
the time period that the eddy was in the region (late July–
early Sept.). The eddy kinetic energy during this period
increased by a factor of three. As shown in Figure 1, the
conversion—particularly along the southern ridge—increased
during both positive temperature anomaly periods.
[12] Temperature is the driving factor in the buoyancy

frequency anomalies below 800 m; however, in the upper
800 m, temperature does not control N2 as strongly. Below
800 m, the buoyancy frequency increases or decreases with
similar variations to temperature. Of particular interest are
these deep N2 anomalies found in the model. These same
types of deep anomalies were observed during HOME
[Zilberman et al., 2011], and they may be a signature of long
Rossby waves that are communicated into the model by the
global NCOM solution. These long-period fluctuations in
conversion are interesting; however, on shorter time-scales,
there is a difference between local changes to the pressure
generating conversion force and to changes in p′ phase
due to remotely generated internal waves. It should be
noted that in this model simulation, the only remotely
generated internal tides are from the opposite sides of
the ridge as Mode-1 waves from distant sources (e.g.,
Aleutians) are not included.

3.1. Sensitivities
[13] The results of the adjoint integration provide the

sensitivity of J as defined in equation (2) with respect to the
model and forcing fields. To better understand the results,

we create an analysis metric, DJ i =
∂J i
∂xi

! "
sxi, where i is the

Figure 2. Spatial mean N2 anomalies around the ridge for the year (s%2). Note the differing color scales for the upper
800 m with an order of magnitude reduction.

POWELL ET AL.: SENSITIVITY OF INTERNAL TIDE GENERATION L10606L10606

3 of 6





Observation Count Percent

HOT Temperature 4,982 0.02%

HOT Salt 4,982 0.02%

Argo Temp 15,212 0.06%

Argo Salt 15,212 0.06%

Seaglider Temperature 220,266 0.83%

Seaglider Salt 220,266 0.83%

SST 25,201,519 94.50%

SSH 985,731 3.70%

Total 26,668,170
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✤ Recall,

✤ We have some measure of the ocean, 

✤ Between the analysis and background, we have:

xa = xb +K (y �Hxb)

�Q = Q (xb +K (y �Hxb))�Q (xb)

Q (x)



✤ Following Langland and Baker (2004), Errico (2007), 
second-order Taylor Expansion:

✤ How is the analysis sensitive to the observations/
background?

�xa

�y
= KT

�Q = 2 (y �Hxb)
T
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Temp Salt Depth
Glider

Profiles

ADCP

9% 5% 0-150m

32% 42% 150-500m

27% 7% 0-150m

50% 15% 150-500m

Velocity
21% 0-150m

59% 150-500m



















Obs—Model Covariance
✤ Recall from the data assimilation,

✤ The covariance between the observation and the ocean 
is propagted by the dynamics via:

xa � xb = BG

T
⇣
GBG

T +R

⌘�1
d

⇣
GBGT +R
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